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Abstract

Generating abstractive summaries that adhere to a specific topic remains a sig-
nificant challenge for language models. While standard approaches, such as
fine-tuning, are resource-intensive, simpler methods like prompt engineering often
struggle to maintain topical focus, particularly with smaller models. To address
this, we propose a lightweight method that enhances topical relevance by directly
reweighting the logits of topic-relevant tokens during generation. We evaluate three
such reweighting techniques: Constant Shift, which adds a constant value to logits;
Factor Scaling, which multiplies them by a factor; and Threshold Selection, which
selectively boosts logits that exceed a probability threshold. Experiments on the
NEWTS topical summarization dataset, using both Gemma-2B and Llama-3-8B
models, show that these techniques effectively increase the use of topic-relevant
vocabulary. Notably, the Threshold Selection method successfully improves topical
focus without compromising summary quality—a trade-off often seen in other
approaches. Our findings demonstrate that directly reweighting logits is a practical
and resource-efficient alternative to fine-tuning, offering a promising pathway for
precisely controlling the thematic content of generated text.

1 Introduction

Abstractive topical summarization with autoregressive transformer-based language models (LMs)
presents significant challenges, particularly when generating topic-relevant summaries without
extensive model retraining [Bahrainian et al., [2021},|2023]]. To generate a high-quality summary of a
given text and focusing on a selected topic usually requires in-context learning [Dong et al.l 2023], if
the model was not previously fine-tuned to do so. Any model solely fine-tuned for summarization,
or a medium-sized instruction-tuned LM, will struggle to generate focused summaries based solely
on in-context learning. Fine-tuning models for topical-summarization via methods such as Direct
Preference Optimization (DPO) [Rafailov et al.l 2023]] or Reinforcement Learning from Human
Feedback (RLHF) [Ouyang et al.,2022]] while effective, are technically challenging, require extensive
annotated data, and frequently fail to maintain consistent effectiveness across different topics and
articles. Therefore, we aim to establish a more easily implementable, universally applicable, and
resource-efficient method that improves the topical focus of summaries without extensive training.

2 Experiment Setup

2.1 Datasets and Model

We evaluate our methods on the NEWTS dataset by [Bahrainian et al.|[2022]], designed specifically for
topical summarization. The NEWTS dataset is based on the CNN/DailyMail dataset [Nallapati et al.,
2016] and made up of 2400 training and 600 test samples. Each sample contains a source article and
two reference topical summaries, each focused on one of the two most prominent topics in the article
(tid1 and tid2). The associated LDA model has 250 distinct topics. For our experiments, we use two
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state-of-the-art transformer models: the 2 billion-parameter Gemma model by Google [GemmaTeam)|
2024 and the 8 billion-parameter Llama-3 model from Meta [Llama3Team, [2024]. Both models are
pre-trained and have been fine-tuned with instructional data.
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Figure 1: Distribution of NEWTS article and summary lengths. Most articles are between 250 and
1500 tokens long. The summaries are roughly 12% as long as the original articles.

2.2 Hyperparameters

For all experiments conducted, we maintained the same hyperparameters to ensure comparability
across different methods and models. We used the NEWTS training dataset, selecting articles in
chronological order for consistency. The number of articles varied between 25 or 50 based on the size
of the model being tested or the use of beam search to accommodate computational constraints and
model capabilities. The length of the generated summaries was limited between 80 and 90 tokens,
which is roughly similar to the mean summary length of the human-written summaries of the NEWTS
dataset. This length was chosen to make summaries comparable to the human-written summaries and
balance detail and brevity. For context, the average article length in the dataset is approximately 680
tokens, so summaries are around 12% in length or the original article.

Nucleus sampling was implemented with a top-p parameter of 0.95 to restrict the model’s selection
to the most likely subsequent tokens. Additionally, the sampling was restricted by a top-k value of 50.
In experiments without beam search, generation was solely based on this sampling strategy. For the
experiment involving beam search, we utilized a configuration of 4 beams to diversify the exploration
of potential summary outputs.

From the LDA model, we consistently used the top 25 words associated with the topic to represent
it. To translate from words to tokens, we generated multiple variations of each word, including the
lemmatized and stemmed versions, as well as variations in capitalization and spacing. Instead of 1-2
tokens associated with a word, we had 3-5. This step is crucial for covering all possible tokens that
should be more likely to be sampled when the model is generating a summary with enhanced topical
focus on that specific word.

Overall, our experiment hyperparameters were chosen to generate high-quality summaries and make
generated summaries comparable to the human-written summaries in the NEWTS dataset. Keeping
hyperparameters identical ensures that any observed differences in performance are attributable to
the methodological variations rather than differences in experimental conditions.

2.3 Evaluation methods

To evaluate the generated summaries, we evaluate for both the quality of the summary, compared
to the respective reference summary from the NEWTS dataset. And we evaluate for topical focus
respective to the chosen topic with respect to the topic of the LDA model. To rigorously assess the
performance of the generated summaries, we employ three metrics for each the quality and topical
focus of the summary. This dual assessment approach ensures a comprehensive evaluation of how
well the summaries adhere to both the linguistic quality and relevance to the specified topic.



2.3.1 Summarization Quality

To quantify summarization quality, we utilize the following metrics:

ROUGE-L Score: ROUGE-L (Recall-Oriented Understudy for Gisting Evaluation - Longest Com-
mon Subsequence) introduces by [Lin| [2004] measures the longest common subsequence between the
generated summary and a reference summary. It is particularly useful for evaluating the summary for
fluency and coherence. We use the implementation from the ‘rouge_scorer.RougeScorer* class and
active stemming.

MAUVE Score: MAUVE (Measure of Aggregated Unidirectional Validity and Entropy) introduced
by [Pillutla et al,| [2021] quantifies the statistical gap between the human-written and machine-
generated summaries using the Kullback-Leibler divergence between the two distributions in the
embedding space. The MAUVE score correlates well with human evaluations for text quality. We use
the official implementation of MAUVE via a wrapper from the ‘evaluate‘ library on Hugging Face.
BERTScore: BERTScore [Zhang* et al., 2020|] leverages the pre-trained contextual embeddings,
originally from BERT [Devlin et al.| [2019] models, to compute the semantic similarity between the
generated summary and the reference text. This metric is robust against paraphrasing and variations in
word choice, thus offering a nuanced measure of semantic similarity. We employ the ‘BERTScorer*
class with the microsoft/deberta-xlarge-mnli model [He et al.,|2021]], as it currently correlates best
with human evaluation.

Collectively, these three metrics offer a robust estimate of the summarization quality.

2.3.2 Summary Topical Focus

To evaluate the alignment of generated summaries with the intended topics, we utilize three methods:
Lemmatization-Based Evaluation: This method processes the generated text by lemmatizing words,
converting them to their canonical form. Using the LDA model, it matches these lemmas against
the lemmas of the top topic words identified for the relevant topic. The topical focus score is then
calculated as the weighted presence of these lemmas in the summary, normalized by the total weight
of topic-specific lemmas.

Tokenizing-Based Evaluation: In this approach, text is tokenized using a model-specific tokenizer,
and tokens are matched against those generated from topic-specific words identified by the LDA
model. The score is computed based on the proportion of topic tokens in the summary, offering a
direct measure of topical vocabulary usage.

Dictionary-Based Evaluation: This method leverages a dictionary approach where each word in
the summary is converted into its bag-of-words representation. The LDA model then provides a
distribution over topics for these words. The score reflects the prevalence of the relevant topic’s
tokens within the summary, adjusted by the topic distribution provided by the LDA.

By integrating these three measures, we can estimate the effectiveness of the logits reweighting
methodologies in producing topically focused summaries.

3 Abstractive Topical Summarization via Prompt Engineering

3.1 Method

To establish a baseline, we employ prompt engineering to explicitly direct the model’s attention
to specific topics. The prompt begins with the instruction to generate a summary, which sets the
task context for the language model. To direct the model’s focus towards the desired topic, the
prompt incorporates a specific instruction to concentrate on the topic, delineated by the top 25 words
associated with it. These topic-associated words are integrated into the prompt to ensure that the
model focuses on the specific topic during the summary generation.



3.2 Results
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Figure 2: Summary scores for the baseline experiment using Gemma-2B with greedy decoding.
Prompt engineering effectively changes topical focus, but has a measurable negative side effect on
summary quality.
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Figure 3: Summary scores for the baseline experiment using Gemma-2B with beam search. Decoding
with beam search both improves the resulting topical focus and mitigates degradation in summary
quality compared to greedy decoding.
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Figure 4: Summary scores for the baseline experiment using Llama-3-8B with greedy decoding. The
larger Llama model has the highest topical focus and summary quality.

We observed consistent trends across both the Llama-3-8B and Gemma 2B models with and without
beam search. When prompted to focus on a specific topic, the topical scores increased roughly
twofold in all three setups, particularly the lemmatization and tokenization-based topic scores. When
prompting the model to focus on the respective topic 1, the topic score approximately doubled for
topic 1 and decreased noticeably for topic 2 compared to the baseline. The same is also true for
summaries focused on topic 2. Changes in topical scores are larger when using beam search compared
to greedy decoding, or using the larger Llama-3-8B model compared to the smaller Gemma-2B model.
In terms of summary quality, prompting the model to focus on a particular topic came at the expense of
overall summary quality. Summaries generated without a specific topical focus consistently measured
higher scores. When expecting the generated summaries, this was likely caused due to the model
reiterating the instructions at the start of the generated summary. This included reiterating words
related to the designated topic, a characteristic behavior of instruction-tuned models, which could
not be effectively mitigated by further prompt engineering. In terms of summary quality, both beam
search and a larger model size increased absolute summary quality. These findings underscore the
challenge of balancing topical focus with summary quality in instruction-tuned models and highlight
the limitations of prompt engineering in effectively addressing this issue.



4 Abstractive Topical Summarization via Logits Reweighting

4.1 Methods

To manipulate the logits predicted by the model, we have implemented a custom LogitsProcessor
class within the Hugging Face transformer framework. This class enables the alteration of the logits
of topic-specific tokens during text generation. Each of our three methods modifies the logits in a
distinct manner, allowing for experimental comparisons of their effects on the generated summaries.

4.1.1 Constant Shift

The Constant Shift method adds a constant value c to all logits of predefined topic-relevant tokens.
This shift uniformly increases or decreases the probability of selecting such tokens, irrespective of
their original logits. The modification is implemented as:

SCOreSmodified [t] = scores|i] + ¢

where ¢ indexes into topic-relevant tokens. This method ensures consistent manipulation of specified
tokens across different contexts.

4.1.2 Factor Scaling

Factor Scaling alters the logits of topic-specific tokens by multiplying them by a predetermined
scaling factor a. The method can be expressed mathematically as:

SCOreSmodified [¢] = scores|i] X «

where ¢ denotes topic-relevant tokens. This scaling affects logits proportionally, magnifying or
diminishing their original values and thus altering their likelihood of selection.

4.1.3 Threshold Selection

Threshold Selection involves selectively adjusting logits based on a predefined probability threshold
6. Logits are first converted to probabilities using the softmax function. If a topic-relevant token’s
probability exceeds 6, its logit is increased to the maximum logit in the current logit distribution plus
an additional encouragement factor /3. This is expressed as:

max(scores) + §  if softmax[i] > 6

Scoresmodified (1] = {scores[i] otherwise

where softmax[i] is the calculated probability of topic-relevant token i. Threshold Selection only
changes token logits that are already likely under the model’s current context, enhancing their
prominence without affecting less relevant tokens. These methods provide distinct strategies for
changing topic relevance during the summary generation process.

4.2 Results

4.2.1 Constant Shift

Summary topic scores of constant shift experiment Summary quality scores of constant shift experiment
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Figure 5: Summary scores for the constant shift experiment using Gemma-2B with greedy decoding.
Adding or subtracting a constant shift to topic-relevant tokens effectively changes the topical scores
without negatively impacting quality scores.
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Figure 6: Summary scores for the constant shift experiment using Gemma-2B with beam search.
Beam search has a similar pattern to the greedy search results for the Gemma-2B model. Adding or
subtracting a constant value even increases quality scores relative to reference summaries.
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Figure 7: Summary scores for the constant shift experiment using Llama-3-8B with greedy decoding.
As for prompting, the Llama model has the highest topic and quality scores overall.

In the Constant Shift experiment, a consistent pattern emerged across both the Llama and Gemma
models with greedy decoding and beam search. Adjusting topic-relevant token logits by adding
constant values had a significant impact on topical scores, as measured by lemmatization, tokeniza-
tion, and dictionary-based evaluations. Specifically, negative constants decreased topical scores,
while positive values increased them across all metrics. This effect was more pronounced with
beam search and in the larger Llama-3-8B model compared to the Gemma-2B model. ROUGE-L
and BERT scores remained stable despite these modifications; however, MAUVE scores showed
considerable variability, peaking notably at a shift constant of 5. This variance underscores the
sensitivity of the MAUVE metric to changes in topical emphasis. Despite this, the Llama model
consistently demonstrated superior summary quality. As tested in other experiments, if the shift
constant exceeds 10, summaries are composed almost exclusively of topic-relevant tokens, severely
compromising summary quality in terms of fluency and coherence. This underscores that while
topical encouragement via constant shift is successful, the shift constant should not be chosen too
large.

4.2.2 Factor Scaling

Summary topic scores of factor scaling experiment Summary quality scores of factor scaling experiment
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Figure 8: Summary scores for the factor scaling experiment using Gemma-2B with greedy decoding.
The overall impact on topical focus is largest for very small factors, exceeding the impact that the
constant shift has. However, this increase in topical focus also leads to lower summary quality scores.
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Figure 9: Summary scores for the factor scaling experiment using Gemma-2B with beam search.
For beam search, the topical focus is only increased for factors < 1, and the overall control-quality
tradeoff is worse than for greedy decoding or the constant shift method.
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Figure 10: Summary scores for the factor scaling experiment using Llama-3-8B greedy decoding.
Because the Llama model outputs positive logits, factor scaling with factors > 1 increases topical
focus. The impacts of increased topical focus on summary quality are negative, and the control-quality
tradeoff is worse than that of the constant shift method.

Factor scaling exhibited varying effects across the Llama and Gemma models, influenced by the
sign of their logits. For the Gemma model, where logits are predominantly negative, scaling factors
below 1 effectively increased the logits, making them less negative and thus more likely to be chosen.
Conversely, for positive logits in the Llama model, factors greater than 1 increased logits, enhancing
their probability of selection. The use of beam search notably enhanced topical scores only when
factors were below 1. Across both models, however, increased topical scores generally correlated
with a reduction in summary quality as measured by ROUGE-L, BERTScore, and MAUVE. These
results suggest that the impact of scaling factors is contingent on the initial sign of the logits, pointing
to the potential benefit of dynamically adjusting factors based on the logit sign for more consistent
outcomes across different models.

4.2.3 Threshold Selection
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Figure 11: Summary scores for the threshold selection experiment using Gemma-2B with greedy
decoding. Topic scores reliably increase with a lower selection threshold without impacting summary
quality.



Summary topic scores of threshold selection experiment Summary quality scores of threshold selection experiment
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Figure 12: Summary scores for the threshold selection experiment using Gemma-2B with beam
search. As for greedy search, topic scores increase monotonically for lower selection thresholds,
without meaningfully impacting summary quality. Beam search with a selection threshold of 0.005
provides a good control-quality tradeoff for the Gemma-2B model.
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Figure 13: Summary scores for the threshold selection experiment using Llama-3-8B with greedy
decoding. The Llama model has higher topic and quality scores than the Gemma model. A low
selection threshold again provides a good balance between topic control and summary quality.

Consistent trends were observed in the Threshold Selection experiments across both models and
decoding strategies, similar to those seen in the Constant Shift setup. Lowering the probability
threshold consistently led to higher topic scores, an effect amplified by beam search because it
favors beams with a higher concentration of topic-relevant tokens. The Llama model consistently
outperformed the Gemma model in achieving higher summary topic and quality scores. Unlike the
Factor Scaling method, increased topical focus through threshold adjustment did not adversely affect
summary quality across ROUGE-L, BERTScore, and MAUVE metrics. This indicates that setting
topical tokens to the maximum logit value within the current distribution, combined with beam search,
yields effective topical control without compromising summary quality.

5 Discussion

5.1 Interpretation of Results

Our experiments demonstrate that lightweight, inference-time logit interventions can enhance topical
focus in abstractive summaries generated by small, instruction-tuned language models. Among the
three strategies, Threshold Selection proved to be the most robust: lowering the probability cut-off
steadily increased all three topicality metrics without meaningful degradation in text quality measured
by the ROUGE-L, BERTScore, and MAUVE scores to the reference summaries. Constant Shift
also offered smooth controllability, but required model-specific tuning of the bias magnitude. Factor
Scaling was sensitive to the sign of the underlying logits and degraded fluency at a lower control
strength, making it the least practical choice. In every setting, the larger Llama-3-8B model achieved
higher absolute topicality and quality scores than the smaller Gemma-2B, and the 4-beam search
further amplified the gains of logit reweighting.

Among our tested methods, Threshold Selection emerged as particularly suitable because its prob-
ability selection threshold is relatively independent of the logit distribution of the model. This is
unlike the Constant Shift and Factor Scaling method, whose hyperparameters require more tuning
based on the specific logit distribution of each model. This makes Threshold Selection a preferable
choice, as it offers a more universally applicable and less model-dependent approach. Additionally,
the use of beam search with Threshold Selection further amplifies its effectiveness, suggesting that
this combination may be optimal for improving topical focus in abstractive summaries.



5.2 Limitations

While encouraging, these findings come with important caveats: All evaluations were run on the
NEWTS dataset [Bahrainian et al., 2022]], which covers a single news domain, and generalization to
other domains and styles remains untested. Results were obtained with one 2B and one 8B parameter
instruction-tuned language model, and behavior may differ for larger models, base models, or models
with significantly different post-training. Topics were represented by the top 25 LDA words plus
inflection variants, so different topic representations may alter outcomes. All quality judgments rely
on automatic metrics, and no human evaluation was conducted. Finally, Constant Shift and Factor
Scaling require careful tuning because extreme values can compromise fluency.

5.3 Future Work

An immediate extension is to adapt the intervention’s strength dynamically. Topical steering is
unnecessary when the model is about to output function words, such as determiners and conjunctions.
By contrast, if the next token is likely to be a content-bearing noun, verb, or adjective, a more
substantial bias toward topic-relevant alternatives could improve control. The current threshold
method already approximates this behavior by acting only on tokens whose baseline probability
exceeds a cutoff, but more sophisticated and still efficient schedules may do even better.

Another promising lightweight approach for controlling text properties during summary generation
is the use of steering methods [Panickssery et al., 2024] that intervene on intermediate model
activations instead of the logits. Empirically, they have been shown to be effective at controlling
sentiment [Madaan et al.,|2023]] and other text properties [von Riitte et al.l 2024]]. Their efficacy for
free-form text generation, however, is still largely untested and may be unreliable [Tan et al., [2024,
Braun et al., 2024} 2025].

5.4 Conclusion

Overall, our findings highlight the potential of logits reweighting as a resource-efficient alternative
to more complex model fine-tuning methods, offering a practical solution for enhancing the topical
focus of generated abstractive summaries.
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